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Abstract

This paper summarizes ongoing research in NLP (Natural Language Processing) driven
citation analysis and describes experiments and motivating examples of how this work
can be used to enhance traditional scientometrics analysis that is based on simply treat-
ing citations as a “vote” from the citing paper to cited paper. In particular, we describe
our dataset for citation polarity and citation purpose, present experimental results on the
automatic detection of these indicators, and demonstrate the use of such annotations for
studying research dynamics and scientific summarization. We also look at two complemen-
tary problems that show up in NLP driven citation analysis for a specific target paper.
The first problem is extracting citation context, the implicit citation sentences that do not
contain explicit anchors to the target paper. The second problem is extracting reference
scope, the target relevant segment of a complicated citing sentence that cites multiple pa-
pers. We show how these tasks can be helpful in improving sentiment analysis and citation
based summarization.

∗This research was conducted while the authors were at University of Michigan.
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1 Introduction

The field of scientometrics focuses on analyzing “the quantitative aspects of the

generation, propagation, and utilization of scientific information” (Braun, Bujdosó

and Schubert 1987). Recent years have seen increased adoption of scientometrics

techniques for assessing research impact of publications, researchers, institutions,

and venues. For most scientometric measures, a citation is treated as the basic

unit of impact (Vinkler 2010). A citation from the citing publication to the cited

publication counts as a “vote” for the impact of the paper and aggregate citation

statistics are then used to come up with evaluative metrics for measuring scientific

impact.

Despite several criticisms of citation based measures (Bornmann and Marx 2014;

Gorraiz, Gumpenberger and Schlögl 2014; Jonkers, Lopez-Illescas and Besselaar

2014; Waltman, van Eck and Wouters 2013) and proposals for using impact mea-

sured through other sources such as the Web (Brody, Harnad and Carr 2006; Thel-

wall, Haustein, Larivire and Sugimoto 2013) and Twitter (Haustein, Peters, Sugi-

moto, Thelwall and Larivière 2014; Eysenbach 2011), citation-based measures for

impact are still the subject of much scientometrics research. This includes new

methods for evaluating research institutions (Prathap 2014), journals (Bergstrom

2007; Bergstrom, West and Wiseman 2008; Braun, Glänzel and Schubert 2006), and

researchers (Egghe 2014; Bletsas and Sahalos 2009; Bornmann and Marx 2013; Cor-

mode , Ma, Muthukrishnan and Thompson 2012; Ferrara and Romero 2013; Klosik

and Bornholdt 2013; Radicchi and Castellano 2013; Zhang 2009).

Apart from quantifying scholarly impact, other applications of citation analysis

includes research user profiling (Kostoff, del Rio, Humenik, Garcia and Ramirez

2001), measuring diffusion characteristics of academic knowledge (Frandsen and

Nicolaisen 2013; Liu and Rousseau 2014), analyzing social aspects of scientific re-

search (Milard 2014), scientific information retrieval and indexing (Garfield 2006;

Bradshaw 2003), analyzing history, structure and progress of scientific fields (Shen,

Yao, Li, Clarke, Wang and Li 2013; Velden and Lagoze 2013; Heneberg 2013) and

measuring interdisciplinarity of scientific fields (Zitt and Cointet 2013; Rafols and

Meyer 2009).

Most of these methods reduce a citation to a single edge between the citing and

cited paper and treat all the edges equally. This is clearly an oversimplification since

all citations are not equal. As a simple extension, taking into account the number

of times a paper is cited in the citing paper often does a better job of measuring

the impact of the cited paper (Wan and Liu 2014; Hou, Li and Niu 2011). Taking

a further step in this direction requires acknowledging that research publications

are linguistic artifacts, and often, the text around the reference anchor in a citing

paper provides additional context.

This text around a citation anchor can be used to assess the attitude of the citing

paper towards the cited paper. We refer to this as citation polarity. Aggregating the

attitudes of all the citations to a paper can give us a quantitative measure of the

attitude of the community towards that paper. Citation polarity is differentiated

from citation purpose, which relates to the citer’s motivation. Work in this area has
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mostly focused on understanding citation purpose, leading to various classification

schemes for these (Small 1982; Swales 1990). Teufel, Siddharthan and Tidhar (2006)

is a recent work in this vein. They annotate citation purpose and derive citation

polarity labels from them. In this paper, we describe an annotated dataset we have

developed that contains both citation purpose and citation polarity annotations for

the same set of sentences. This allows us to analyze the relationship between these

two annotations. We also show some use cases of how automatic citation polarity

detection can be useful for scientometric applications.

Traditional text-based citation analysis is usually limited to citing text that ex-

plicitly talks about a cited paper and contains a reference anchor. However, often

the discourse about a paper either continues beyond the explicit citing sentence or

begins a few sentences before the citing sentence. These implicit citations, hence-

forth called citation context, can contain both evaluative and informative signals. In

this paper, we describe a dataset we created for citation context detection, describe

its properties, and demonstrate the use of citation context for summarization and

sentiment detection. The complementary problem to citation context is the prob-

lem of reference scope resolution: a citing sentence might reference multiple papers

and therefore, parts of a sentence may not be talking about a cited paper even if

it contains a reference anchor to it. In this paper, we describe a dataset we cre-

ated for this task and illustrate its usefulness for sentiment detection and scientific

summarization.

Figure 1 shows two citing sentences to a classic NLP paper about part of speech

tagging (Church 1988) and shows how each of these additional NLP components

can help us extract signals from the citing text that references a specific target

paper while minimizing the noise that inevitably results from using the text from

scientific papers outside of their original context.

We use the ACL Anthology Network (AAN) (Radev, Muthukrishnan, Qazvinian

and Abu-Jbara 2013) as a corpus for all of our experiments. AAN is suitable as

a case study because it provides the full text of papers published at most of the

venues in the field of Natural Language Processing (NLP) and provides additional

useful data such as a manually curated citation network between all the papers

in the corpus. In its current release, AAN contains more than 21,000 publications

from 342 venues in NLP. It contains close to 122,000 citing sentences and provides

an ideal test bed for experimentation with citation analysis methods.

We now discuss citation purpose and polarity, citation context extraction and

reference scope extraction in detail. This is followed by a related work review and

concluding remarks.

2 Citation Purpose and Polarity

The analysis of citation polarity and purpose can be extremely helpful in evalu-

ating and summarizing the impact of papers. For our study, we first created an

annotated dataset. We selected 30 papers from AAN that had different numbers of

incoming citations and were consistently cited since they were published. These 30

papers received a total of about 3,500 citations from within AAN (average = 115
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Citing Sentence Reference Scope Citation Context Polarity

Most works done

to create English

POS taggers hence-

forth, taggers, for

example, include

(Church 1988),

(Kupiec 1992),

(Brill 1992) and

(Voutilainen et al

1992)

Most works done

to create English

POS taggers hence-

forth, taggers, for

example, include

(Church 1988).

Most works done to

create English POS

taggers henceforth,

taggers, for example,

include (Church 1988).

The problem with this

framework, however,

is that such reliable

corpora are hardly

available due to a

huge amount of the

labor-intensive work

required.

Negative

Recent work in-

volves novel ways

to employ anno-

tated corpus in

part of speech tag-

ging (Church 1988,

Derose 1988) and

the application of

mutual information

statistics on the

corpora to uncover

lexical information

(Church 1989).

Recent work in-

volves novel ways

to employ anno-

tated corpus in

part of speech

tagging (Church

1988, Derose 1988).

Research on corpus-

based natural lan-

guage learning and

processing is rapidly

accelerating following

the introduction of

large on-line corpora,

faster computers, and

cheap storage devices.

Recent work involves

novel ways to employ

annotated corpus in

part of speech tagging

(Church 1988, Derose

1988).

Positive

Fig. 1: Some citing sentences to a classic NLP paper (Church 1988), and how NLP

driven citation analysis can provide additional insights into the response of the

community towards the paper.

citation/paper, Min = 30, and Max =338). These citations come from 1,493 unique

papers.

As described above, one of the goals of this project was to study the interplay

of citation purpose and polarity. Therefore, we asked our annotators to mark each

sentence for both purpose and polarity. The citation polarity labels were positive,

negative, and neutral. These labels are defined in a slightly different way than their

usual sense. A citation is marked positive if it either explicitly states a strength of
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the target paper or indicates that the work done in the target paper has been used

either by the author or a third-party. It is also marked as positive if it is compared

to another paper (possibly by the same authors) and deemed better in some way. A

citation is marked negative if it explicitly points to a weakness of the target paper.

It is also marked as negative if it is compared to another paper and deemed worse

in some way (our criteria for marking negative citations is equivalent to Teufel et

al. (2006)). A citation is marked as neutral if it is only descriptive.

For annotating citation purpose, we created a taxonomy consisting of six cate-

gories based on our study of similar taxonomies proposed in previous work (Spiegel-

Rösing 1977; Teufel et al. 2006). We selected the categories that we believe are more

important and useful from a bibliometric point of view, and the ones that can be

detected through citation text analysis. We also tried to limit the number of cate-

gories by grouping similar categories proposed in previous work under one category.

The six categories, their descriptions, and an example for each category are listed

in Table 1.

We asked graduate students with good background in NLP to provide two an-

notations for each citation example. For the first annotation, we asked them to

determine the purpose of citing the target reference by choosing from the six pur-

pose categories that we described earlier. For the second annotation, we asked them

to determine whether the citation is negative, positive, or neutral. As mentioned

above, asking annotators to do both of these allows us to study the interrelationship

between citation purpose and polarity.

The complete annotated dataset is available for download at http://clair.si.

umich.edu/corpora/citation_sentiment_umich.tar.gz.

To estimate the inter-annotator agreement, we randomly picked 400 sentences

and assigned them to an additional annotator who did not originally annotate the

sentences. We used the Kappa coefficient (Cohen 1968) to measure the agreement.

Since both purpose and polarity annotations are categorical, Kappa coefficient can

be directly used. The agreements on the purpose and the polarity classification task

were K = 0.61 and K = 0.66 respectively, which indicates substantial agreement on

the Landis and Kochs (Landis and Koch 1977) scale. These additional annotations

produced for inter-annotator agreement are not part of the dataset.

2.1 Data Analysis

The distribution of the purpose categories in the data was: 14.7% criticism, 8.5%

comparison, 17.7% use, 7% substantiation, 5% basis, and 47% other. The distribu-

tion of the polarity categories was: 30% positive, 12% negative, and 58% neutral.

The amount of negative citations we found in our data is on the higher side, but

within the range reported by previous work; White (2004) reports that previous

literature has found the proportion of negative citations to be between 1% and

14%, with the highest number being reported in Moravcsik and Murugesan (1975).

Next we study the correlation between the counts of the different purpose and

polarity categories as well as total number of citations. This is shown in Table 2.

Here we see the distribution of each citation purpose category across different po-
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Category Description Example

Criticizing Criticism can be positive or nega-

tive. A citing sentence is classified

as “criticizing” when it mentions

the weakness/strengths of the cited

approach, negatively/positively crit-

icizes the cited approach, nega-

tively/positively evaluates the cited

source.

Chiang (2005) introduced a

constituent feature to reward

phrases that match a syntac-

tic tree but did not yield sig-

nificant improvement.

Comparison A citing sentence is classified as

“comparison” when it compares or

contrasts the work in the cited pa-

per to the author’s work. It over-

laps with the first category when the

citing sentence says one approach is

not as good as the other approach.

In this case we use the first category.

Our approach permits an al-

ternative to minimum error-

rate training (MERT; Och,

2003);

Use A citing sentence is classified as

“use” when the citing paper uses the

method, idea or tool of the cited pa-

per.

We perform the MERT train-

ing (Och, 2003) to tune the

optimal feature weights on

the development set.

Substantiating A citing sentence is classified as

“substantiating” when the results,

claims of the citing work substanti-

ate, verify the cited paper and sup-

port each other.

It was found to produce auto-

mated scores, which strongly

correlate with human judge-

ments about translation flu-

ency (Papineni et al. , 2002).

Basis A citing sentence is classified as “ba-

sis” when the author uses the cited

work as starting point or motivation

and extends on the cited work.

Our model is derived from

the hidden-markov model for

word alignment (Vogel et al.,

1996; Och and Ney, 2000).

Neutral A citing sentence is classified as

“neutral” when it is a neutral de-

scription of the cited work or if it

doesn’t come under any of the above

categories.

The solutions of these prob-

lems depend heavily on the

quality of the word alignment

(Och and Ney, 2000).

Table 1: Annotation scheme for citation purpose, motivated by the work of Spiegel-

Rösing (1977) and Teufel et al. (2006).
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Purpose Label Neutral Positive Negative

Criticizing 0% 33% 67%

Comparison 67% 17% 15%

Use 26% 73% 0%

Substantiating 1% 99% 0%

Basis 20% 80% 0%

Neutral 98% 1% 0%

Table 2: Distribution of the citations belonging to different citation purpose cate-

gories across polarity categories.

larity categories. Some of these correlations are expected. Criticizing sentences are

usually interpreted as negative in nature, substantiating sentences are interpreted

as positive, and neutral in both purpose and polarity correlate well. It is interesting

to see that comparison usually results in a neutral citation polarity, indicating the

lack of negative results in the scientific community. Similarly, basis and use usually

lead to a positive polarity, which agrees with previous work. Finally, citations that

are labeled with polarity label negative tend to co-occur exclusively with the pur-

pose labels criticizing and comparison, which provides an experimental validation

of the heuristics previously used by Teufel et al. (2006) to derive polarity labels

automatically from purpose labels.

We also computed the Pearson correlation coefficient between the counts of ci-

tations from the different categories that a paper received per year since its pub-

lication. We found that, on average, the correlation between positive and negative

citations is negative (AVG P = -0.194) and that the correlation between the count

of positive citations and the total number of citations is much higher than the cor-

relation between negative citations and total citations (AVG P = 0.531 for positive

vs. AVG P = 0.054 for negative).

Similarly, we noticed that there is a higher positive correlation between Use

citations and total citations than in the case of both Substantiation and Basis. One

possible explanation for this is that publications that present new algorithms, tools,

or corpora that are used by the research community become popular with time and

thus receive more and more citations. An experiment to confirm this would be to

label the citing sentences for the most cited papers in our corpus with citation

purpose and measure which purpose categories dominate the citing sentences to

these papers. We will do this as part of future work.

2.2 Automatic Classification

We now turn to the problem of automatically labeling citation purpose and polarity.

We provide a summary of our methods and experiments below, more details can

be found in Abu-Jbara, Ezra and Radev (2013).
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Feature Description

Reference

count

The number of references that appear in the citation context.

Is Separate Whether the target reference appears within a group of references

or separate (i.e. single reference).

Closest Verb

/ Adjective /

Adverb

The lemmatized form of the closest verb/adjective/adverb to the

target reference or its representative or any mention of it. Distance

is measure based on the shortest path in the dependency tree.

Self Citation Whether the citation from the source paper to the target reference

is a self citation.

Contains

1st/3rd PP

Whether the citation context contains a first/third person pro-

noun.

Negation Whether the citation context contains a negation cue. The list of

negation cues is taken from the training data of the *SEM 2012

negation detection shared task (Morante and Blanco 2012).

Speculation Whether the citation context contains a speculation cue. The list

is taken from Quirk, Greenbaum, Leech and Svartvik (1985)

Closest Sub-

jectivity Cue

The closest subjectivity cue to the target reference or its repre-

sentative or any anaphoric mention of it. The list of cues is taken

from OpinionFinder (Wilson et al. 2005)

Contrary

Expressions

Whether the citation context contains a contrary expression. The

list is taken from Biber (1988)

Section The headline of the section in which the citation appears. We

identify five title categorizes: 1) Introduction, Motivation, etc. 2)

Background, Prior Work, Previous Work, etc. 3) Experiments,

Data, Results, Evaluation, etc. 4) Discussion, Conclusion, Future

work, etc.. 5) All other section headlines. Headlines are identified

using regular expressions.

Dependency

Relations

All the dependency relations that appear in the citation context.

For example, nsubj(outperform, algorithm) is one of the rela-

tions extracted from “This algorithm outperforms the one pro-

posed by...”. The arguments of the dependency relation are re-

placed by their lemmatized forms. These types of features have

been shown to give good results in similar tasks (Athar and Teufel

2012a).

Table 3: Some of the features used for citation purpose and polarity classification.
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Criticism Comparison Use Subst. Basis Other

Precision 53.0% 55.2% 60.0% 50.1% 47.3% 64.0%

Recall 77.4% 43.1% 73.0% 57.3% 39.1% 85.1%

F1 63.0% 48.4% 66.0% 53.5% 42.1% 73.1%

Accuracy: 70.5%

Macro-F: 58.0%

Table 4: Summary of Citation Purpose Classification Results (10-fold cross valida-

tion, SVM: Linear Kernel, c = 1.0). Substantiating is abbreviated as Subst.

2.2.1 Methodology

We use a supervised approach whereby a classification model is trained on a number

of lexical and structural features extracted from a set of labeled citation contexts.

Some of the features that we use to train the classifier are listed in Table 3.

We experimented with several classifiers including: Support Vector Machines

(SVM), Logistic Regression (LR), and Naive Bayes. Our initial experimentation

showed that SVM outperformed Logistic Regression and Naive Bayes. Therefore,

we report the results of 10-fold cross validation using SVM classifier on our data.

All the results have been tested for statistical significance using a 2-tailed paired

t-test.

For polarity classification, due to the high skewness in the data (more than half

of the citations are neutral), we use two setups for binary classification. In the first

setup, the citation is classified as Polarized (subjective) or neutral (objective). In

the second one, subjective citations are classified as positive or negative. We find

that this method gives more intuitive results than using a 3-way classifier.

2.2.2 Citation Purpose Classification Evaluation Results

Table 4 shows the precision, recall, and F1 for each of the six categories. It also

shows the overall accuracy and the Macro-F measure.

The chi-squared evaluation of the features shows that both lexical and structural

features are important. It also shows that among lexical features, the ones that are

limited to the existence of a direct relation to the target reference (such as clos-

est verb, adjective, adverb, subjective cue, etc.) are the most useful. This can be

explained by the fact that restricting the features to having direct dependency rela-

tions introduces much less noise than other features (such as Dependency Triplets).

Among the structural features, the count of references in the citation context was

found to be most useful.
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Subjectivity Classifier Polarity Classifier

Neutral % Subjective % Positive % Negative %

Precision 84.0 86.1 88.5 96.8

Recall 96.0 57.7 99.2 66.1

F1 89.6 69.1 93.5 78.5

Accuracy: 84.44 % Accuracy: 90.1 %

Table 5: Summary of Citation Polarity Classification Results (10-fold cross valida-

tion, SVM: Linear Kernel, c = 1.0).

2.2.3 Citation Polarity Classification Evaluation Results

Table 5 shows the precision, recall, and F1 values for both the subjectivity classifier

(that classifies citation into either subjective or objective) and the polarity classifier

(that classifies citation into either positive or negative) along with the accuracy for

each classifier. Overall numbers for each of the three categories (positive, negative,

and neutral) can be found in Abu-Jbara et al. (2013).

The analysis of the features used to train this classifier using chi-squared analysis

leads to the same conclusions about the relative importance of the features as

described in the previous subsection. However, we noticed that features that are

related to subjectivity (Subjectivity Cues, Negation, Speculation) are ranked higher

which makes sense in the case of polarity classification.

2.3 Applications

2.3.1 Measuring Research Dynamics

Figure 2 shows the results of running our purpose classifier on all the citations

to Papineni et al. (2002)’s paper about BLEU, an automatic metric for evaluating

Machine Translation (MT) systems. The figure shows that this paper receives a high

number of Use citations. This makes intuitive sense because this paper describes an

evaluation metric that has been widely used in the MT area. This also demonstrates

that the citation purpose profiles of research papers can be used to do a more graded

citation analysis which allows us to measure not just the amount of impact a paper

is having, but also the nature of its impact. The figure also shows that in the recent

years, this metric has started to receive some criticizing citations that has resulted

in a slight decrease in the number of use citations. Such a temporal analysis of

citation purpose and polarity is useful for studying the dynamics of research. It can

also be used to detect the emergence or de-emergence of research techniques.

Similarly, Figure 3 shows that Church (1988) received significant positive feed-

back during the 1990s and until early 2000s before it started to receive more nega-

tive feedback. This can be explained by the emergence of better statistical models

for part-of-speech (POS) tagging (e.g. Conditional Random Fields (Lafferty et al.

2001)) that outperformed Church’s approach. However, as indicated by the neu-
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Fig. 2: Change in the purpose of the citations to Papineni et al. (2002). The values

for the categories Substantiating and Basis for this paper are very close together

and therefore, their lines are highly overlapping in the graph.

tral citation curve, Church’s work continued to be cited as a classical pioneering

research on the POS tagging task, but not as the state-of-the-art approach.

2.3.2 Faceted Summarization

Citation based summarization is based on the idea of using citing sentences to a

target paper to generate a community-driven summary. Previous work has shown

that such summaries can be more informative than the abstract of the target paper,

because they take into account the response of the community to the target paper

after the publication of the paper (Qazvinian and Radev 2008; Qazvinian, Radev

and Özgür 2010). Existing citation based summarization methods do not take into

account the attitude of citing sentences however, which can result in biased sum-

maries. For example, any shortcomings of a generally positively cited paper are

unlikely to appear in a summary, because the summarization algorithms depend on

redundancy in the input to determine important facts.

The ability to assign polarities to citing sentences opens up new possibilities

for more factored citation based summarization. Citation based summaries can be

organized around the citation polarity or citation purpose, leading to faceted sum-

maries. Figure 4 illustrates this idea by showing some sample sentences from a

possible faceted summary for Magerman (1995), an early NLP paper about syn-

tactic parsing. This summary was obtained by first classifying citing sentences to

the paper into positive, negative and neutral citations and then summarizing the
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Fig. 3: Polarity for Church (1988).

Positive citation summary sentences

Given a parse tree, we use a head percolation table (Magerman, 1995) to

create the corresponding dependency structure.

For example, in the context of syntactic disambiguation, Black (1993) and

Magerman (1995) proposed statistical parsing models based on decision-tree

learning techniques, which incorporated not only syntactic but also

lexical/semantic information in the decision-trees.

We use a statistical CFG parser to parse the English side of the training data,

and extract dependency trees with Magerman’s rules (1995).

Negative citation summary sentences

Comparison indicates that our best model is already better than the early

lexicalized model of Magerman (1995).

Specifically, we construct an unlexicalized PCFG which outperforms the

lexicalized PCFGs of Magerman (1995) and Collins (1996) though not more

recent models, such as Charniak (1997) or Collins (1999).

Section 8.2 showed that the parsing models of Ratnaparkhi (1997), Jelinek et

al. (1994), and Magerman (1995) can suffer from very similar problems to the

“label bias” or “observation bias” problem observed in tagging models, as

described in Lafferty, McCallum, and Pereira (2001) and Klein and Manning

(2002).

Fig. 4: Sample sentences from faceted citation based summary for the paper Mager-

man (1995).
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positive and negative sentences separately. Given the set of input sentences for each

category, each sentence was assigned a relevance score using Lexrank (Erkan and

Radev 2004). Lexrank is a network based content selection algorithm that works by

first building a graph of all the document sentences in a cluster. The edges between

corresponding nodes represent the cosine similarity between them. Once the net-

work is built, the algorithm computes the salience of sentences in this graph based

on their eigenvector centrality in the network. We hypothesize that such faceted

summaries might provide a better overview of the strengths and weaknesses of a

target paper compared to traditional citation based summaries.

The idea of faceted summaries for scholarly data links traditional scientific sum-

marization with the highly active area of opinion summarization. However, more

exploration is needed to create appropriate datasets and evaluation metrics for this

task. This is because for evaluating faceted scientific summaries, we must come up

with datasets and evaluation metrics that allow us to measure the coverage of facts

in the summaries (achieved by traditional summarization evaluation metrics such

as pyramid evaluation (Nenkova and Passonneau 2004)) as well as a balanced pre-

sentation of opinion (which is what datasets and metrics for opinion summarization

tend to focus on (Kim and Zhai 2009)). This would require creation of new datasets

and evaluation metrics; we are currently pursuing research in this direction.

3 Citation Context Identification

Citing papers contain some explicit information about the paper being cited. The

following example is an excerpt from a paper that contains information about Eis-

ner’s work on bottom-up parsers and the notion of span in parsing:

“Another use of bottom-up is due to Eisner (1996), who introduced the notion of

a span.”

However, the citation to a paper may not always include explicit information about

the cited paper:

“This approach is one of those described in Eisner (1996)”

Although this sentence by itself does not provide any information about the cited

paper, it suggests that its surrounding sentences describe the proposed approach in

Eisner’s paper:

“... In an all pairs approach, every possible pair of two tokens in a sentence

is considered and some score is assigned to the possibility of this pair having a

(directed) dependency relation. Using that information as building blocks, the

parser then searches for the best parse for the sentence. This approach is one

of those described in Eisner (1996).”

We refer to such sentences that contain information about a specific secondary

source but do not explicitly cite it as context sentences.

To build a corpus for studying such context sentences, we picked 10 recently

published papers from various areas in NLP and annotated them. Table 6 lists
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ACL-ID Authors Year #Refs #Sents

P08-2026 McClosky & Charniak 2008 8 102

N07-1025∗ Mihalcea 2007 12 153

N07-3002 Wang 2007 14 74

P06-1101 Snow et, al. 2006 9 138

P06-1116 Abdalla & Teufel 2006 10 231

W06-2933 Nivre et, al. 2006 5 84

P05-1044 Smith & Eisner 2005 13 262

P05-1073 Toutanova et, al. 2005 10 185

N03-1003 Barzilay & Lee 2003 13 203

N03-2016∗ Kondrak et, al. 2003 5 92

Table 6: Papers chosen from AAN as source papers for the evaluation corpus, to-

gether with their authors, publication year, number of references (in AAN) and

number of sentences. Papers marked with ∗ are used to calculate annotation inter-

judge agreement.

these papers together with their authors, publication year, number of references

within AAN, and the number of sentences.

Each annotation instance in our setting corresponds to a paper-reference pair,

and is a vector in which each dimension corresponds to a sentence and is marked

with a C if it explicitly cites the reference, and with a 1 if it implicitly talks

about it. All other sentences are marked with 0s. Table 7 shows a portion of two

separate annotation instances of N03-1003 corresponding to two of its references.

Our annotation has resulted in 203 annotation instances, each corresponding to one

paper-reference pair. The complete annotation dataset is available for download at

http://www-personal.umich.edu/~vahed/context-ext.html.

We also asked a neutral annotator to annotate two of our datasets that are

marked with ∗ in Table 6. These additional annotations are used for measuring inter-

annotator agreement and are not part of the dataset. For each paper-reference pair,

the annotator was provided with a vector in which explicit citations were already

marked with Cs. The annotation guidelines instructed the annotator to look at

each explicit citation sentence, read up to 15 sentences before and after, and mark

context sentences around that sentence with 1s. Next, the 29 annotation instances

done by the external annotator were compared with the corresponding annotations

that we did, and the Kappa coefficient (κ) was calculated. To calculate κ, we ignored

all explicit citations (since they were provided to the external annotator) and used

the binary categories (i.e., 1 for context sentences, and 0 otherwise) for all other

sentences. Table 8 shows the annotation vector size (i.e., number of sentences),

number of annotation instances (i.e., number of references), and average κ for each

set. The average κ is above 0.85 in both cases, suggesting that the annotation

process has a low degree of subjectivity and can be considered reliable.
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L&P S&al Sentence

C C Jacquemin (1999) and Barzilay and McKeown (2001) identify

phrase level paraphrases, while Lin and Pantel (2001) and

Shinyama et al. (2002) acquire structural paraphrases encoded

as templates.

1 1 These latter are the most closely related to the sentence-level para-

phrases we desire, and so we focus in this section on template-

induction approaches.

C 0 Lin and Pantel (2001) extract inference rules, which are related

to paraphrases (for example, X wrote Y implies X is the author

of Y), to improve question answering.

1 0 They assume that paths in dependency trees that take similar

arguments (leaves) are close in meaning.

1 0 However, only two-argument templates are considered.

0 C Shinyama et al. (2002) also use dependency-tree information

to extract templates of a limited form (in their case, determined

by the underlying information extraction application).

1 1 Like us (and unlike Lin and Pantel, who employ a single large

corpus), they use articles written about the same event in different

newspapers as data.

1 1 Our approach shares two characteristics with the two methods

just described: pattern comparison by analysis of the patterns

respective arguments, and use of nonparallel corpora as a data

source.

0 0 However, extraction methods are not easily extended to generation

methods.

1 1 One problem is that their templates often only match small frag-

ments of a sentence.

1 1 While this is appropriate for other applications, deciding whether

to use a given template to generate a paraphrase requires infor-

mation about the surrounding context provided by the entire sen-

tence.

Table 7: Part of the annotation for N03-1003 with respect to two of its references

“Lin and Pantel (2001)” (the first column) “Shinyama et al. (2002)” (the second

column). Cs indicate explicit citations, 1s indicate implicit citations and 0s are

none.

ACL-ID Vector size # Annotations κ

N07-1025 153 21 0.889 ± 0.30

N03-2016 92 8 0.853 ± 0.35

Table 8: Average κ coefficient as inter-judge agreement for annotations of two sets.
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Fig. 5: Histogram of the number of different citations to all references (regardless

of whether in AAN or not) found in the 10 papers in our dataset.

3.1 Data Analysis

First, we look at some statistics about the number of explicit citations a reference

receives in a paper. Figure 5 shows a histogram corresponding to this distribution,

which is calculated over all the references in the 10 papers shown in Table 61. It

indicates that the majority of references get cited in only 1 sentence in a scientific

article, while the maximum being 9 in our collected dataset with only 1 instance

(i.e., there is only 1 reference that gets cited 9 times in a paper). Moreover, the

data exhibits a highly positive-skewed distribution. This is illustrated on a log-log

scale in Figure 6. This highly skewed distribution indicates that the majority of

references get cited only once in a citing paper. The very small number of citing

sentences can not make a full inventory of the contributions of the cited paper, and

therefore, extracting explicit citations alone without context sentences may result

in information loss about the contributions of the cited paper.

Next, we investigate the distance between the context sentences and the closest

citations. For each context sentence, we find its distance to the closest context sen-

tence or explicit citation. Formally, we define the gap to be the number of sentences

1 For the histogram we count the occurrence of all references whether they are in AAN
or not, while the counts of references in Table 6 are given for references found in AAN
only. This accounts for the difference in the total number of references in the earlier
table and the histogram.
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Fig. 6: The distribution observed for the number of different citations on a log-log

scale.

Gap size 0 1 2 4 9 10 15 16

Instance 273 14 2 1 2 1 1 1

Table 9: The distribution of gaps in the annotated data.

between a context sentence (marked with 1) and the closest context sentence or ex-

plicit citation (marked with either C or 1) to it. For example, the second column

of Table 7 shows that there is a gap of size 1 in the 9th sentence in the set of con-

text and citation sentences about both Shinyama et al. (2002) and Lin and Pantel

(2001). Table 9 shows the distribution of gap sizes in the annotated data. This

distribution suggests that the majority of context sentences directly occur after or

before a citation or another context sentence. However, it shows that gaps between

sentences describing a cited paper actually exist, and a proposed method should

have the capability to capture them.

3.2 Automatic Classification

In this section we sketch our methodology for automatically identifying the context

sentences of a cited paper and summarize the experimental results. For more details,

we refer the readers to Qazvinian and Radev (2010).
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3.2.1 Methodology

The first step in building an automated system for identifying context sentences

is creating informative features. We can use the structure of the problem to find

such features. For example, since we are trying to find context sentences citing a

specific target paper, sentences that have a high similarity to the target paper are

likely to be citing sentences even if they don’t have an explicit citation marker.

Additionally, the fact that these sentences are all part of one discourse imposes

certain constraints on their distribution in the text. The likelihood of a sentence

being a context sentence depends upon how far it is from an explicit citing sentence

for the target cited paper: sentences closer to explicit sentences are more likely

to be context sentences than those that are farther away. Thus, there are two

classes of features that can help us determine context sentences: features inherent

to a sentence itself, and features based on the relationship of a sentence with its

neighboring sentences.

Markov Random Fields (MRFs) provide a natural way to model these two kinds

of dependencies. An MRF is an undirected probabilistic graphical model where

the predicted label of a node depends on both its intrinsic features as well as

features based on its association with its neighbors. The intrinsic features that help

us determine the label for each sentence can be modeled using the node potential

function of the MRF, while the association between sentences can be modeled using

the compatibility function.

We use three features in our node potential function. The first feature is based

on whether the sentence is an explicit citing sentence. The second feature is based

on whether the sentence matches two lexical patterns. The first pattern is a bi-

gram pattern where the first term matches any of “this; that; those; these; his; her;

their; such; previous” and the second term matches any of “work; approach; sys-

tem; method; technique; result; example”. The second pattern matches any sentence

that starts with “this; such”. These patterns provide a heuristic way of identifying

coreference between adjacent sentences. In future work, we hope to use standard

coreference detection methods to model this more directly, as well as use other forms

of discourse dependencies (for example, using explicit and implicit discourse mark-

ers from the Penn Discourse Treebank (Prasad, Dinesh, Lee, Miltsakaki, Robaldo,

Joshi and Webber 2008)). The third feature is based on the lexical similarity of the

sentence with the target cited paper, where the similarity is computed between the

sentence and the full text of the cited paper2. The node potential function is then

computed using an unweighted linear combination of these three features.

The dependencies between different sentences can be modeled in several ways

depending on how we structure the dependency graph of the MRF. We can make a

sentence depend on all the other sentences in the paper or we could make it depend

on only a small window of sentences around it. Figure 7 shows the structure of the

2 The longer length of the full text of the cited paper compared to the citing sentence
will cause the similarity scores to be generally lower, but since this is consistently done
for all sentences, it leads to a fair comparison between different citing sentences.
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two MRFs at either extreme of the local dependency assumption. In Figure 7a, each

sentence depends on only its following and preceding sentences, while in Figure 7b

each sentence depends on all the others. We refer to the former by MRF1 and to

the latter by MRFn. Generally, we use MRFi to denote a MRF in which each

sentence is connected to i sentences before and after it. In the MRF framework, the

dependency between different nodes is modeled using the compatibility function.

We define this compatibility function in such a way that a sentence that is not

labeled as a context sentence does not affect the labels of its neighbors in the

graph. A sentence that is labeled as a context sentence affects its neighbors based

on its lexical similarity with them. More details about the exact formulation of

these MRF functions can be found in Qazvinian and Radev (2010). We experiment

with 3 different structures of MRF: MRF1, MRF4 and MRFn.

(a) (b)

Fig. 7: The structure of the MRF constructed based on the dependency of non-

adjacent sentences; (a) left, each sentence is independent on all other sentences

given its immediate neighbors. (b) right, sentences have dependency relationship

with each other regardless of their position.

We compare our MRF based method with three baselines. The first baseline,

BIR, is an information retrieval driven method. Given a paper-reference pair, for

each explicit citation sentence, BIR picks its preceding and following sentences if

their similarities to that sentence are greater than a cutoff (the median of all such

similarities), and repeats this for neighboring sentences of newly marked sentences.

Intuitively, BIR tries to find the best chain (window) around citing sentences.

As the second baseline, we use the hand-crafted discourse based features used in

MRF’s potential function. This baseline, BDISC, marks as context those sentences

that are within a particular distance (4 in our experiments) of an explicit citation

and match one of the discourse patterns mentioned earlier. After marking all such
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sentences, BDISC also marks all sentences between them and the closest explicit

citation no farther than 4 sentences away as context sentences.

Finally, as a third baseline, BSVM, we train a Support Vector Machine (SVM)

classifier to label sentences as context/non-context. We use 4 features to train

the SVM model. These 4 features comprise the 3 sentence level features used

in MRF’s potential function (similarity to reference, explicit citation, matching

regular-expression) and a network level feature: distance to the closest explicit ci-

tation.

3.2.2 Evaluation Results

The evaluation of our methodology means to directly compare the output of our

method with the gold standards obtained from the annotated data. Our methodol-

ogy finds the sentences that cite a reference implicitly. Therefore the output of the

inference method is a vector, υ, of 1’s and 0’s, whereby a 1 at element i means that

sentence i in the source document is a context sentence about the reference while a

0 means an explicit citation or neither. The gold standard for each paper-reference

pair, ω, is also a vector of the same format and dimensionality.

Precision, recall, and Fβ for this task can be defined as

p =
υ · ω
υ · 1

; r =
υ · ω
ω · 1

; Fβ =
(1 + β2)p · r
β2p+ r

(1)

where 1 is a vector of 1’s with the same dimensionality and β is a non-negative

real number.

Table 10 shows the results of our experiments. We report F-score with β as 3

because higher values of β favor recall over precision. For this task, we are more

interested in recall (e.g. if the citing sentence has 5 context sentences, we would

want to get all of them, as opposed to getting only 1 and maximizing precision).

The best performing method is MRF4. Of the baseline methods, BIR seems to

do the best. This suggests that similarity to the explicit or implicit citing sentences

is the strongest cue for finding context sentences. BDISC does not do well on its own,

but does improve the performance when combined with similarity based features

in the MRF based classifiers.

BIR does much better than BSVM as well. In addition to sentence level features,

BSVM has a feature that computes distance to the closest explicit citing sentence,

but this feature is non-iterative and does not take into account lexical similarity.

BIR, on the other hand, works iteratively by adding additional sentences similar

to the sentences already labeled as context sentences. It is difficult to create a

feature that captures this iterative dependency in standard supervised classifiers

such as SVM. However, sequence based classifiers such as MRFs are designed to

model exactly this sort of dependency, and thus, it is not surprising that MRF1

and MRF4 do much better than all the other methods. These models are able

to effectively capture sentence level features as well as the dependency between

adjacent sentences.
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Paper BIR BDISC BSVM MRF1 MRF4 MRFn

P08-2026 0.441 0.237 0.249 0.470 0.613 0.285

N07-1025 0.388 0.102 0.124 0.313 0.466 0.138

N07-3002 0.521 0.339 0.232 0.742 0.627 0.315

P06-1101 0.125 0.388 0.127 0.649 0.889 0.193

P06-1116 0.283 0.104 0.100 0.307 0.341 0.130

W06-2933 0.313 0.100 0.176 0.338 0.413 0.160

P05-1044 0.225 0.100 0.060 0.172 0.586 0.094

P05-1073 0.144 0.100 0.144 0.433 0.518 0.171

N03-1003 0.245 0.249 0.126 0.523 0.466 0.125

N03-2016 0.100 0.181 0.224 0.439 0.482 0.185

Average 0.278 0.190 0.156 0.439 0.540 0.180

Table 10: Average Fβ=3 for similarity based baseline (BIR), discourse-based baseline

(BDISC), a supervised method (BSVM) and three MRF-based methods.

Among the MRF based methods, MRF4 does better than MRF1 which shows

that sentences depend on more than one sentence on each side. However, the sig-

nificantly worse performance of MRFn suggests that dependencies on far away

sentences do not improve results and in fact lead to a drop in performance, proba-

bly by leading to more false positives where sentences very far away from explicit

citing sentences (and hence unlikely to be in their context) might be added as a

context sentence due to an arbitrary similarity match.

3.3 Applications

3.3.1 Survey Generation

Previous work in scientific summarization has shown the importance of citations in

scientific domains and has indicated that citations include survey-worthy informa-

tion (Teufel 2007; Elkiss, Shen, Fader, Erkan, States and Radev 2008; Qazvinian and

Radev 2008; Mohammad, Dorr, Egan, Hassan, Muthukrishan, Qazvinian, Radev

and Zajic 2009). Here we show how context sentences add useful information to

such summaries in addition to the information present in the explicit citations.

We use the data from Mohammad et al. (2009) that contains two sets of cited

papers and corresponding citing sentences, one on question answering (QA) with 10

papers and the other on dependency parsing (DP) with 16 papers. For comparing

different methods, we use pyramid evaluation (Nenkova and Passonneau 2004) using

nuggets extracted manually from the citing sentences to these papers.

A nugget is defined as a specific fact that is found in the input sentences. These

are found by using human generated regular expressions representing the facts that

can then be matched directly to the text. Each nugget is assigned a weight based on

the importance of the nugget, where the importance of a nugget is computed based

on its frequency in the input text. Summaries that contain more highly weighted

nuggets get better scores in the pyramid evaluation.
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... Naturally, our current work on question answering for the reading compre-

hension task is most related to those of (Hirschman et al. , 1999; Charniak

et al. , 2000; Riloffand Thelen, 2000 ; Wang et al. , 2000). In fact, all of

this body of work as well as ours are evaluated on the same set of

test stories, and are developed (or trained) on the same development

set of stories. The work of (Hirschman et al. , 1999) initiated this series of

work, and it reported an accuracy of 36.3% on answering the questions in the

test stories. Subsequently, the work of (Riloffand Thelen , 2000) and

(Charniak et al. , 2000) improved the accuracy further to 39.7% and

41%, respectively. However, all of these three systems used hand-

crafted, deterministic rules and algorithms...

...The cross-model comparison showed that the performance ranking

of these models was: U-SVM > PatternM > S-SVM > Retrieval-M.

Compared with retrieval-based [Yang et al. 2003], pattern-based [Ravichandran

et al. 2002 and Soubbotin et al. 2002], and deep NLP-based [Moldovan et al.

2002, Hovy et al. 2001; and Pasca et al. 2001] answer selection, machine learning

techniques are more effective in constructing QA components from scratch.

These techniques suffer, however, from the problem of requiring an

adequate number of handtagged question-answer training pairs. It is

too expensive and labor intensive to collect such training pairs for

supervised machine learning techniques ...

Fig. 8: A portion of the QA survey generated by LexRank using the context infor-

mation. Bolded sentences are context sentences.

In pyramid evaluation, the nuggets are organized in a pyramid of order n. The top

tier in this pyramid contains the highest weighted nuggets, the next tier contains

the second highest weighted nuggets, and so on. The score assigned to a summary is

the ratio of the sum of the weights of the nuggets it contains to the sum of weights of

an optimal summary with the same number of nuggets. Pyramid evaluation allows

us to capture how a method performs in terms of selecting sentences with the most

highly weighted nuggets.

Both sets (QA and DP) contain nuggets extracted by experts from citation sen-

tences. We use these nugget sets, which are provided in the form of regular ex-

pressions, to evaluate automatically generated summaries. To perform this exper-

iment we needed to build a new corpus that includes context sentences. For each

citation sentence, we use our automatic context extraction method (described in

Section 3.2.1) to extract the context sentences around it. Here, we limit the con-

text size to be 4 on each side. That is, we attach to a citing sentence any of its

4 preceding and following sentences that our method marks as context sentences.

Therefore, we build a new corpus in which each explicit citation sentence is replaced

with the same sentence attached to at most 4 sentence on each side. After building

the context corpus, we use LexRank (Erkan and Radev 2004) to generate 2 QA
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Citation survey Context survey

Question answering 0.416 0.634

Dependency parsing 0.324 0.379

Table 11: Pyramid Fβ=3 scores of automatic surveys of QA and DP data. The

surveys are evaluated using nuggets drawn from citation texts (CT).

and 2 DP surveys using the citation sentences only, and the new context corpus

explained above.

We limit these surveys to be of a maximum length of 1000 words. Figure 8 shows

a portion of the survey generated from the QA context corpus. This example shows

how context sentences add meaningful and survey-worthy information along with

citation sentences. Table 11 shows the Pyramid Fβ=3 score of automatic surveys of

QA and DP data. Both surveys are evaluated using nuggets drawn from citation

texts. In all evaluation instances the surveys generated with the context corpora

excel at covering nuggets.

We notice that adding context sentences tends to improve results for the topic of

QA much more than DP. In general, the topic of DP seems to be more challenging

for citation based survey generation methods than the topic of QA. In earlier ex-

periments (Qazvinian, Radev, Mohammad, Dorr, Zajic, Whidby and Moon 2013),

we also found that the average pyramid score obtained by summaries generated

by four human evaluators was 0.599 for QA while it was 0.413 for DP. Thus, a

simple explanation for the difference in results between the two topics is that the

factoid distribution in citing sentences (and hence context sentences) for QA is

better compared to DP, leading to more incremental improvement as additional

context information is added. For a better understanding of what topics might be

more suited for such methods, a more detailed evaluation with a larger set of topics

is needed. This will be part of our future work. Based on our understanding of the

problem, this might have something to do with the structure of the lexical simi-

larity networks generated for the different topics, which in turn is related to the

distribution of different subtopics within these larger topics.

3.3.2 Polarity Classification

To study the impact of using citation context in addition to the citing sentence on

classification performance, we ran an additional polarity classification experiment.

In the first polarity experiment (described in Section 2.2.3), we had only used the

explicit citing sentences to extract the features that are used to train the classifiers.

For the second polarity experiment, we experimented with context information

annotated by humans. For each of the citing sentences in our polarity experiments,

we asked the human annotators to look at a window of 4 sentences around the

explicit citation sentence and label the context sentences that are relevant to the

target reference. We then extracted features from this gold context and ran a second

round of classification.

Table 12 shows the results of both experiments. The results show that adding
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Negative % Positive % Neutral %

wo/ctx w/ctx wo/ctx w/ctx wo/ctx w/ctx

Precision 66.4 69.8 52.1 55.4 82.8 84.2

Recall 71.1 81.1 45.6 46.3 95.1 95.3

F1 68.7 75.0 48.6 50.4 88.5 89.4

Accuracy wo/ctx: 74.2 %, Accuracy w/ctx: 84.2 %

Macro-F wo/ctx: 62.1 %, Macro-F w/ctx: 74.2 %

Table 12: Summary of Citation Polarity Classification Results with context sen-

tences. (10-fold cross validation, SVM: Linear Kernel, c = 1.0). Results under col-

umn wo/ctx are the results with only explicit citing sentences and no context sen-

tences, while the results under column w/ctx are the results with context sentences

included.

citation context improves performance, as shown in the increased F-Scores for each

of the three categories (positive, negative and neutral). Adding context improves

precision by 1-3 points for each of the categories. The improvement in recall is

unevenly distributed: for positive and neutral categories, recall improves a little,

while for the negative category, we see an improvement of about 10 points for

recall. This supports the intuition about polarized citations that authors start their

review of the cited work with an objective (neutral) sentence and then follow it with

their criticism if they have any. Thus, taking these context sentences into account

allows us to correctly label several negative sentences that were labelled as positive

or neutral without this information.

4 Reference Scope Identification

When a reference appears in a scientific article, it is usually accompanied by a

span of text that highlights the important contributions of the cited article. For

example, sentence (1) below is a citing sentence that cites a paper by Philip Resnik

and describes the problem Resnik addressed in his paper.

(1) Resnik (1999) addressed the issue of language identification for finding

Web pages in the languages of interest.

The sentence above contains only one reference, so there is no ambiguity about

what reference is being talked about. However, sentences that contain references

to multiple papers are very common in scientific writing. For example, sentence

(2) below contains three references.

(2) Grefenstette and Nioche (2000) and Jones and Ghani (2000) use the

web to generate corpora for languages where electronic resources are scarce, while
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Resnik (1999) describes a method for mining the web for bilingual texts.

In this sentence, the first fragment describes the contribution of Grefenstette and

Nioche (2000) and Jones and Ghani (2000). The second fragment describes the

contribution of Resnik (1999).

We use the term Reference Scope to refer to the fragments of a sentence that

are relevant to a specific target paper. Two additional examples for reference

scope are shown below, where sentences (4) and (5) are labeled for the target

references Tetreault and Chodorow (2008), and Cutting et al.(1992) respectively.

The underlined words are in the reference scope for the respective target papers.

(4) For example, Tetreault and Chodorow (2008) use a maximum en-

tropy classifier to build a model of correct preposition usage, with 7 million

instances in their training set, and Lee and Knutsson (2008) use memory-based

learning, with 10 million sentences in their training set.

(5) There are many POS taggers developed using different techniques for

many major languages such as transformation-based error-driven learning (Brill,

1995), decision trees (Black et al., 1992), Markov model (Cutting et al., 1992),

maximum entropy methods (Ratnaparkhi, 1996) etc for English.

Our goal is to build an automatic classifier for reference scope detection. For this,

we first built a dataset for reference scope from papers in AAN in the following way.

In the complete set of citing sentences in AAN, 56% contain 2 or more references

and 44% contain 1 reference only. From this set, we randomly selected 3500 citing

sentences, each containing at least two references. The total number of references

in this set of sentences is 19,591. We then asked graduate students with good

background in NLP to provide three annotations for each sentence in the data set

described above. First, we asked them to determine whether each of the references

in the sentence was correctly tagged or not. Second, we asked them to determine,

for each reference, whether it is a syntactic constituent in the sentence or not.

Third, we asked them to determine and label the scope of the reference in each

sentence which was marked as a target reference. We designed a user-friendly tool

to collect the annotations from the students. The dataset is available for download

at http://clair.si.umich.edu/corpora/refscope_data.tar.gz.

To estimate the inter-annotator agreement, we picked 500 random sentences from

our data set and assigned them to an additional annotator who didn’t originally

annotate these sentences. We then measured inter-annotator agreement on the ref-

erence scope annotation task (not on the first two tasks of identifying correctly

tagged references and identifying syntactic references). This is done by labeling

each word as either 1 for inside or 0 for outside the reference scope for each of

the annotations and then computing the Kappa coefficient between the two anno-

tations. The Kappa coefficient of agreement between the two sets of annotations

on the scope identification task was K = 0.61. On Landis and Kochs scale (Lan-

dis and Koch 1977), this value indicates substantial agreement. These additional

annotations are not part of the dataset.
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4.1 Data Analysis

Given a citing sentence and a target reference, we measured the number of words

that are in the reference scope for the target reference. We then computed the

proportion of words in the reference scope compared to the total number of words

in the sentences. We found that on average, the reference scope for a given target

reference contained only 57.63% of the original citing sentence (with standard de-

viation 24%). This tells us that citation analysis that does not take into account

reference scope can be dealing with as much as 40% extraneous noise, or words

that are not relevant to the target reference in question at all. This confirms our

hypothesis that reference scope extraction should be an important part of citation

analysis in order to measure the effects of citations properly.

Next, we look at the fragmentation patterns of reference scope in a citing sen-

tences. Given a sentence with multiple references, do all the words relevant to a

target reference appear together, or are they distributed throughout a sentence?

Our analysis over the data shows that a reference scope for a given target is most

likely to be concentrated over either one or two segments in the sentences. 45% of

the citing sentences contain only a single connected reference scope for a target ref-

erence. 44% of the citing sentences contain two disconnected reference scopes and

10% contain three reference scopes. Higher number of disconnected reference scopes

are rare and no sentences contain more than five reference scopes. This observation

motivates one of our methodologies for finding reference scopes.

Finally, we measure the distance between fragments of reference scopes to a single

target paper in terms of number of words. We found that this distance can have a

very high variation. The average is 5.03 words with a standard deviation of 4.87.

4.2 Automatic Classification

We now provide a sketch of the methods we explored for automatically identifying

the scope of a given reference within a citing sentence. More details about the

methodology and pre-processing steps are available in Abu-Jbara and Radev (2012).

4.2.1 Methodology

Our general problem formulation is to label each word in the citing sentence as

either belonging to the reference scope of a specific target reference or not. One of

the most important clues about whether a word belongs to the reference scope is

provided by the positional and syntactic relationship of the word with the target

reference anchor. One approach would be to use a set of features for each word and

learn a supervised classifier that can label each word as “inside” or “outside” the

reference scope based on these features. The set of features that we used to train

our classifier are listed in Table 13. This is our simplest approach, which we call

the Word Classification approach.

The Word Classification approach does not take into account the fact that the

label of a word can depend on the labels of words around it. These relationships can

be modeled using a sequence classifier; we use Conditional Random Fields (CRF)
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Feature Description

Distance
The distance (in words) between the word and the target

reference.

Position
This feature takes the value 1 if the word comes before the

target reference, and 0 otherwise.

Segment

After splitting the sentence into segments by punctuation and

coordination conjunctions, this feature takes the value 1 if the

word occurs in the same segment with the target reference, and

0 otherwise.

Part of

speech tag

The part of speech tag of the word, the word before, and the

word after.

Dependency

Distance

Length of the shortest dependency path (in the dependency

parse tree) that connects the word to the target reference or its

representative. It has been shown in previous work on relation

extraction that the shortest path between any two entities

captures the information required to assert a relationship

between them (Bunescu and Mooney 2005)

Dependency

Relations

This item includes a set of features. Each features corresponds to

a dependency relation type. If the relation appears in the

dependency path that connects the word to the target reference

or its representative, its corresponding feature takes the value 1,

and 0 otherwise.

Common

Ancestor

Node

The type of the node in the syntactic parse tree that is the least

common ancestor of the word and the target reference.

Syntactic

Distance

The number of edges in the shortest path that connects the word

and the target reference in the syntactic parse tree.

Table 13: The features used for word classification and sequence labeling.

to explore this. In CRF, the predicted label for a word depends on both the features

for the word (which are the same as used in Word Classification) as well as the

words around it. This second approach is our Sequence Labeling approach.

Both of the above mentioned approaches ignore the fact that words in a sentence

are organized in a hierarchical syntactic structure. Thus, it might be useful to model

the classification problem at units of higher granularity than words. One way to

do this is to use a chunking tool to identify noun groups, verb groups, preposition

groups, adjective groups, and adverb groups in the sentence. Each such group (or

chunk) forms a segment. If a word does not belong to any chunk, it forms a singleton

segment by itself. Labels are assigned by first using the Sequence Labeling approach
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Method Accuracy Precision Recall F1-score

AR-2011 54.0% 63.3% 33.1% 41.5%

Word Classification 74.9% 74.5% 93.4% 82.9%

Sequence Labeling 78.2% 80.1% 94.2% 86.6%

Segment Classification 81.8% 81.2% 93.8% 87.0%

Table 14: Results of scope identification using the different algorithms described in

the paper.

to label the individual words in the sentence and then assigning to each segment

the majority label of the words it contains. This third approach is our Segment

Classification approach.

Finally, we also compare our systems with the baseline approach from Abu-Jbara

and Radev (2011). In this approach, we first parse the citing sentence using a link

grammar parser and extract as reference scope the smallest subtree rooted at a

sentence node that contains the target reference anchor. If the text corresponding

to this subtree is not grammatical, the second smallest subtree rooted at a sentence

node is tried and so on. We call this approach AR-2011.

4.2.2 Evaluation Results

Table 14 reports the precision, recall, F1-score, and accuracy for all the methods

in 10-fold cross validation. All the metrics were computed at the word level. All

the methods outperform the baseline method AR-2011. We also notice that the

CRF-based sequence labeling method performs significantly better than the word

classification method, corroborating our intuition that the labels of neighboring

words are dependent.

The segment classification method outperforms both word classification and se-

quence labeling methods, showing that syntactic structure provides useful informa-

tion for the task. On the other hand, the baseline method AR-2011 that relies exclu-

sively on syntax driven heuristics performs worse than all other methods. Thus, the

combination of a feature driven model along with syntax based heuristics provides

the best approach for this task. This suggests that for tasks of this nature, while

machine learning methods perform well, good hybrid algorithms that also employ

appropriate syntactic heuristics derived from an understanding of the structure of

the problem can improve results further.

4.3 Applications

4.3.1 Focused Summarization

Reference scope extraction provides another set of possibilities for improving ci-

tation summarization by building more focused summaries complementary to the
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improvement provided by faceted summaries which are more comprehensive but can

still contain irrelevant information due to the presence of multi-reference sentences.

The simplest way in which reference scope extraction can be used to improve

citation summaries is by using it as a post-processing step. Thus, while the input

sentences for the salience model (e.g. Lexrank) are still full citation sentences as

in previous work, once the model produces the set of most salient sentences, they

can be run through a reference scope extraction module that can preserve only the

sentence segments that are relevant to the target paper being summarized. Figure 9

illustrates how this might benefit summarization. The left column shows the first

two sentences from the citation summaries generated for two different papers: Och

and Ney (2003) which introduced Giza++ and Yarowsky (1995) which introduced

bootstrapping for word sense disambiguation. The right column in the table shows

the same sentences after applying reference scope extraction.

It is easy to see how reference scope based post-processing can help provide

more focus to the summaries. For the summary in Och and Ney (2003), it re-

moves potentially irrelevant details about grow-diag-final-and method from the

first sentence and about Moses and SRILM from the second sentence. Similarly,

for Yarowsky (1995), it removes fragments about supervised sense disambiguation

from the first sentence and details of other tasks using bootstrapping algorithms

from the second sentence. It is possible that the user might not want to completely

remove these details from sentences, in which case reference scopes can be high-

lighted while keeping the full citation sentence to emphasize the text fragments

relevant to the target paper being summarized.

A second possibility is to use reference scope extraction as a pre-processing step

for summarization. In this method, reference scopes are extracted from input citing

sentences and the salience model is applied on them. This might lead to better

summaries because only the text fragments relevant to the target paper are used by

the salience model to assign importance to sentences, leading to an improved signal

vs noise ratio. The final summary can consist of only the most salient reference

scopes or the full sentences that consist of the most salient reference scopes as

scored by the salience model.

Our future work includes creating a dataset of reference scope annotations geared

towards summarization so that we can experiment with each of these possibilities.

The evaluation strategy for this would be a mixture of automatic evaluation to

measure the information content of reference scope based summaries and human

evaluation to measure the readability of such summaries.

4.3.2 Citation Sentiment Analysis

Reference scope extraction can also help us do more accurate citation based senti-

ment analysis. Sentence (1) below shows an examples of this case.

(1) Cohn and Lapata (2008) used the GHKM extraction method (Galley et al.,

2004), which is limited to constituent phrases and thus produces a reasonably small

set of syntactic rules.
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Citation summary Reference scoped summary

(Och and Ney 2003)

The combined training corpus from which we

extracted our grammar consisted of 123,609

sentence pairs, which was then filtered for

length and aligned using the GIZA++ imple-

mentation of IBM Model 4 (Och and Ney,

2003) to obtain one-to-many alignments in

either direction and symmetrized using the

grow-diag-final-and method (Koehn et al.,

2003).

The combined training corpus

from which we extracted our

grammar consisted of 123,609

sentence pairs, which was then

filtered for length and aligned

using the GIZA++ implementa-

tion of IBM Model 4 <> to ob-

tain one-to-many alignments in

either direction

The translation system is a factored phrase-

based translation system that uses the Moses

toolkit (Koehn et al., 2007) for decoding and

training, GIZA++ for word alignment (Och

and Ney, 2003), and SRILM (Stolcke, 2002)

for language models.

The translation system is a fac-

tored phrase-based translation

system that uses <> GIZA++

for word alignment

(Yarowsky 1995)

Many corpus based methods have been pro-

posed to deal with the sense disambiguation

problem when given definition for each possi-

ble sense of a target word or a tagged corpus

with the instances of each possible sense, e.g.,

supervised sense disambiguation (Leacock et

al. , 1998), and semi-supervised sense disam-

biguation (Yarowsky, 1995).

Many corpus based methods

have been proposed to deal with

the sense disambiguation prob-

lem when given definition for

each possible sense of a target

word or a tagged corpus with the

instances of each possible sense,

e.g., <> semi-supervised sense

disambiguation

Many bootstrapping algorithms have been

proposed for a variety of tasks: word sense

disambiguation (Yarowsky, 1995; Abney, 2004;

), information extraction (Hearst, 1992; Riloff

and Jones, 1999; Thelen and Riloff, 2002; Pan-

tel and Pennacchiotti, 2006; ), named entity

recognition (Collins and Singer, 1999), part-

of-speech tagging (Clark et al., 2003), and sta-

tistical parsing (Steedman et al., 2003; Mc-

Closky et al., 2006; ).

Many bootstrapping algorithms

have been proposed for a variety

of tasks: word sense disambigua-

tion

Fig. 9: Top sentences from the summaries obtained for two papers along with their

reference scopes. The token <> is used to separate non-adjacent fragments of the

same reference scope.
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If the target reference is Cohn and Lapata (2008), only the underlined segment

should be used for feature extraction. The limitation stated in the second segment

of sentence is referring to Galley et al., (2004). Similarly, consider citing sentence

(2):

(2) Automatic text summarization approaches have offered reasonably well-per-

forming approximations for identifying important sentences (Lin and Hovy, 2002;

Schiffman et al., 2002; Erkan and Radev, 2004; Mihalcea and Tarau, 2004; Daume

III and Marcu, 2006) but, not surprisingly, text (re)generation has been a major

challenge despite some work on sub-sentential modification (Jing and McKeown,

2000; Knight and Marcu, 2000; Barzilay and McKeown, 2005).

Clearly the sentence expresses two different sentiments towards the first and

second group of papers. A sentiment extraction system that uses this sentence for

analyzing the impact of a specific paper, say Lin and Hovy (2002), may additionally

aggregate attitudes and information about a completely different set of papers.

Reference scope extraction can help us use only the segments of a citation sentence

relevant to a specific target to determine the citation polarity and purpose for

the sentence. This would lead to more accurate assessment of the attitude of the

community towards the target paper. In future work, we plan to measure the effect

of using reference scopes on citation sentiment analysis.

5 Related Work

Our work is related to a large body of research on citations. Studying citation

patterns and referencing practices has interested researchers for many years (Hodges

1972; Garfield, Sher and Torpie 1984). White (2004) provides a good survey of the

different research directions that study or use citations.

Several research efforts have focused on studying the different purposes for citing

a paper (Garfield 1964; Weinstock 1971; Moravcsik and Murugesan 1975; Chu-

bin and Moitra 1975; Bonzi 1982). Bonzi (1982) studied the characteristics of cit-

ing and cited works that may aid in determining the relatedness between them.

Garfield (1964) enumerated several reasons why authors cite other publications,

including alerting researchers to forthcoming work, paying homage to the leading

scholars in the area, and citations which provide pointers to background readings.

Weinstock (1971) adopted the same scheme that Garfield proposed in her study of

citations.

Spiegel-Rösing (1977) proposed 13 categories for citation purpose based on her

analysis of the first four volumes of Science Studies. Some of them are: cited source

is the specific point of departure for the research question investigated, cited source

contains the concepts, definitions, interpretations used, and cited source contains

the data used by the citing paper. Nanba and Okumura (1999) came up with a

simple schema composed of only three categories: Basis, Comparison, and other

Other. They proposed a rule-based method that uses a set of statistically selected

cue words to determine the category of a citation. They achieved an F-score of 83%
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on a dataset of 50 citing sentences for these types. The high scores compared to our

results on citation purpose classification can be attributed to a simpler task and

limited data. It must be noted that their main focus was scientific paper summa-

rization, which justifies the simpler schema. Teufel et al.(2006) did a much larger

evaluation on 548 citation sentence in their work on citation function classifica-

tion. They adopted 12 categories from Spiegel-Rosing’s taxonomy and trained an

SVM classifier to label each citing sentence with exactly one category. Further,

they mapped the twelve categories to four top level categories namely: weakness,

contrast (4 categories), positive (6 categories) and neutral. Their performance in

terms of F-score is similar to ours (between 28% to 86%).

The polarity (or sentiment) of a citation has also been studied previously. Pre-

vious work showed that positive and negative citations are common, although neg-

ative citations might be expressed indirectly or in an implicit way (Ziman 1968;

MacRoberts and MacRoberts 1984; Thompson and Yiyun 1991). Athar (2011) ad-

dressed the problem of identifying sentiment in citing sentences. They used a set

of structure-based features to train a machine learning classifier using annotated

data with 8736 manually annotated citations. Their SVM based approach got a

macro F-score of 76.4%, which is higher than the macro F-score achieved by our

system (62.1%). This difference can be attributed to their use of effective sentence

structure based features.

Citation purpose and relevance has been used for doing scientometric analysis in a

number of different fields. Li, Chambers, Ding, Zhang, and Meng (2014) use citation

motivation to study science linkage: a widely used patent bibliometric indicator to

measure patent linkage to scientific research based on the frequency of citations

to scientific papers within the patent. Liu, Chen, Ho and Li (2014a) use citation

relevance based main path analysis for tracing main paths of legal opinions and

show that relevancy information helps main path analysis uncover legal cases of

higher importance. Cheang, Chu, Li and Lim (2014) use citation classification to

do a multidimensional evaluation of 39 selected management journals.

Other uses of citation purpose include a study by Bonzi and Snyder (1991) to un-

derstand citation purpose in the context of self-citation in natural sciences. Wan and

Liu (2014a) present a regression method for automatically estimating the strength

value of each citation and show the estimated values can achieve good correlation

with human-labeled values.

We now look at some work on linguistic analysis of citation text. Nakov, Schwartz

and Hearst (2004) proposed the use of citation text as a tool for semantic interpre-

tation of bioscience text and propose several applications. Ding, Zhang, Chambers,

Song, Wang and Zhai (2014) introduced the notion of Citation Content Analysis

(CCA) and discussed the nature and purposes of CCA along with potential proce-

dures to conduct CCA. Halevi and Moed (2013) present a citation context analysis

for the journal of infometrics. Zhao and Strotmann (2014) also analyze the feasibil-

ity, benefits, and limitations of in-text author citation analysis and test how well it

works compared with traditional author citation analysis using citation databases.

Angrosh, Cranefield and Stanger (2013) present a dataset for citation context sen-
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tences and present a model for citation context identification based on Conditional

Random Fields (CRFs).

One of the important uses of citation context is for scientific summarization.

Nanba and Okumura (1999) use the term citing area to refer to the same con-

cept as citation context. In Nanba, Kando and Okumura (2004), they use their

algorithm to improve citation type classification and automatic survey generation.

Kaplan, Iida, and Tokunaga (2009) present a method for identifying citation con-

texts based on coreference analysis and their use for research paper summarization.

They report F-scores of about 69%, which is higher than the numbers we obtained

in our experiments (54%). This can be attributed to their better modeling of coref-

erence chains, which are modeled using a simple heuristics pattern based matching

method in our system. These two approaches are complementary and it is likely

that better results can be obtained by combining our MRF based approach with

features based on coreference chains.

Citation context has also been used for literature retrieval models for scientific

domains. Liu, Chen, Ding, Wang, Xu and Lin (2014b) designed a retrieval system

for the PubMed Central database using citation contexts. Yin, Huang and Li (2011)

similarly used citation context for the task of literature retrieval in the biomedical

domain.

Athar and Teufel (2012b) observed that taking the context into consideration

when judging sentiment in citations increases the number of negative citations by

a factor of 3. They also proposed two methods for utilizing the context. Their ex-

periments surprisingly gave negative results and showed that classifying sentiment

without considering the context achieves better results. They attributed this to the

small size of their training data and to the noise that including the context text

introduces to the data. However, in our experiments, we have seen that adding

context leads to a large improvement in macro F-score (close to 12%). This shows

that even though doing context detection jointly with sentiment detection does not

lead to better results (as found by them), context does provide useful information

for sentiment detection (as found by us), and it is worthwhile to pursue this direc-

tion in future work. This is further supported by encouraging results presented in

Athar and Teufel (2012a), where the authors present a method for automatically

identifying all the mentions of the cited paper in the citing paper. They show that

considering all the mentions improves the performance of detecting sentiment in

citations.

6 Conclusions and Future Work

Using citations and citing sentences for analyzing and understanding the impact

of research publications is an illustration of the idea of collective intelligence

(Surowiecki 2004): how collecting independent, diverse perspectives from several

different sources and aggregating them can lead to a much better picture than any

single one of them can provide. The citations do provide independent qualitative

and informative assessments of research papers, but the challenging aspect of using

citing sentences for quantifying such assessments lies in creating reliable aggrega-
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tion methods. This is a challenging issue because it requires us to use the citations

and citing sentences out of their original context: the primary goal of citations for

a citing author is to support the argumentation for their own work. The discourse

properties of the language used for citing other papers derive from this motivation,

and therefore, using them to compute aggregate assessments of the cited research

works requires methods for separating the signal from the noise. In this paper, we

argue that natural language processing (NLP) driven methods allow us to build

innovative methods to achieve this goal.

Towards this end, we have focused on three specific tasks in this paper. We

discuss the use of citation purpose and polarity for computing aggregate statistics

that represent the attitude of the scientific community towards a specific target

paper. We then describe two important linguistic issues that come up when doing

this kind of aggregation. First, there might be implicit sentences in the citing paper

that talk about the target paper but may not contain an explicit reference to the

target paper. This is the problem of citation context detection. Second, a single

citing sentence might contain references to multiple papers apart from the target

paper, and only a small segment of the sentence might be relevant to the target

paper. This is the problem of reference scope detection. We present annotated

datasets that we have created to study both these phenomenon, show how these

annotations can be helpful in doing more focused analyses of target papers, and

describe methodologies for automatic classification of both citation context and

reference scope.

Most past research by other groups as well as our own work till now has fo-

cused on tackling these problems independently. Thus, separate datasets have been

created for each of these tasks and various methods were explored. This has been

useful in order to understand the structure of these problems and getting useful

performance. In this paper, we have argued that a pipeline that labels sentences

in scientific papers with each of these annotations (citation purpose and polarity,

citation context, and reference scope) can be used to support several applications

including scientific summarization and measuring research dynamics. Additionally,

there is some interaction between these tasks as well. For example, citation context

detection seems to improve citation purpose and polarity classification. Thus, fu-

ture research should be geared towards building integrated datasets and pipelines

that can help us create and evaluate these different tasks together. We now outline

some more concrete steps that would help us get closer to this goal.

Datasets: One of the first tasks is to create a comprehensive and integrated dataset

for topics in NLP and possibly other areas. Some other areas that have publi-

caly available bibliographic datasets that can be used are Pubmed (Biomedi-

cal), Arxiv (High Energy Physics), and DBLP (Computer Science). For each

of these areas, a comprehensive set of topics and a representative set of papers

in each topic should be chosen. The citing sentences for each of the papers

in this dataset should then be annotated with citation purpose and polarity,

citation context, and reference scope. This dataset, in addition to helping us
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evaluate these three tasks consistently, would also serve as a starting point

for other data annotation for evaluating applications such as summarization.

Integrated Methodology: We have seen that sequence labelling methods seem

to work well for both citation context identification and reference scope ex-

traction. Both of these tasks can be considered aspects of a more general

task: given a paper A that cites paper B, find all the text segments in A

that directly relate to B (where the text segments can be sentences or sub-

sentential units such as phrases or even words). Once a suitable classification

methodology for this is found, it should be then possible to label each of the

text segments with purpose and polarity and then recursively build up the

sentiment of higher level linguistic units, a method for sentiment classification

that has been shown to be effective in recent NLP work (Socher, Perelygin,

Chuang, Manning, Ng and Potts 2013).

System Deployment: Laboratory evaluation as presented in this paper is a good

starting point for tackling these tasks, but the ultimate value of these meth-

ods can only be judged in real world systems that researchers can use. Portals

such as ACL Anthology Network 3 already provide some basic annotations to

users such as citation profiles and citation summaries. An important part of

future work should be to deploy the applications of these tasks such as cita-

tion polarity and purpose profiles, faceted summaries, and summaries based

on citation context and reference scope on these portals and collect user feed-

back. This would help align the tasks in order to better serve the needs of

researchers, which is the ultimate goal of this work.
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Spiegel-Rösing, I. 1977. Science Studies: Bibliometric and Content Analysis. Social Studies
of Science, 7(1):97–113.

Surowiecki, J. 2004. The Wisdom of Crowds: Why the Many Are Smarter Than the
Few and How Collective Wisdom Shapes Business, Economies, Societies and Nations.
Doubleday.



40 Rahul Jha and others

Swales, J. M. 1990. Genre Analysis: English in Academic and Research Settings. Cam-
bridge Applied Linguistics. Cambridge University Press.

Teufel, S. 2007. Argumentative zoning for improved citation indexing. computing attitude
and affect in text. In Theory and Applications, pages 159170.

Teufel, S., Siddharthan, A., and Tidhar, D. 2006. Automatic classification of citation
function. In In Proc. of EMNLP-06, Sydney, Australia.

Thelwall, M., Haustein, S., Larivire, V., and Sugimoto, C. R. 2013. Do altmetrics work?
twitter and ten other social web services. PLoS ONE, 8(5):e64841.

Thompson, G. and Yiyun, Y. 1991. Evaluation in the reporting verbs used in academic
papers. Applied Linguistics, 12(4):365–82.

Velden, T. and Lagoze, C. 2013. The extraction of community structures from publication
networks to support ethnographic observations of field differences in scientific commu-
nication. Journal of the American Society for Information Science and Technology,
64(12):2405–27.

Vinkler, P. 2010. In The Evaluation of Research by Scientometric Indicators, Chandos
Learning and Teaching Series, pp. i–iii. Chandos Publishing.

Waltman, L., van Eck, N. J., and Wouters, P. 2013. Counting publications and citations:
Is more always better? ArXiv e-prints.

Wan, X. and Liu, F. 2014. WL-index: Leveraging citation mention number to quantify an
individual’s scientific impact. Journal of the Association for Information Science and
Technology, 65(12):2509–17.

Wan, X. and Liu, F. 2014a. Are all literature citations equally important? Automatic cita-
tion strength estimation and its applications. Journal of the Association for Information
Science and Technology, 65(9):1929–38.

Weinstock, M. 1971. Citation Indexes, volume 5. Kent, A. (ed.), Encyclopedia of Library
and Information Science.

White, H. D. 2004. Citation analysis and discourse analysis revisited. Applied Linguistics,
25(1):89–116.

Wilson, T., Hoffmann, P., Somasundaran, S., Kessler, J., Wiebe, J., Choi, Y., Cardie, C.,
Riloff, E., and Patwardhan, S. 2005. Opinionfinder: a system for subjectivity analysis.
In Proceedings of HLT/EMNLP on Interactive Demonstrations, HLT-Demo ’05, pp.
34–35, Vancouver, B.C., Canada. Association for Computational Linguistics.

Yarowsky, D. 1995. Unsupervised word sense disambiguation rivaling supervised methods.
In Proceedings of the 33rd Annual Meeting on Association for Computational Linguis-
tics, ACL ’95, pp. 189–96, Cambridge, Massachusetts. Association for Computational
Linguistics.

Yin, X., Huang, J. X., and Li, Z. 2011. Mining and modeling linkage information from
citation context for improving biomedical literature retrieval. Information Processing
& Management, 47(1):53–67.

Zhang, C.-T. 2009. The e-Index, Complementing the h-Index for Excess Citations. PLoS
ONE, 4(5):e5429+.

Zhao, D. and Strotmann, A. 2014. In-text author citation analysis: Feasibility, benefits,
and limitations. Journal of the Association for Information Science and Technology,
65(11):2348–58.

Ziman, J. M. 1968. Public knowledge: An essay concerning the social dimension of science.
Cambridge U.P., London.

Zitt, M. and Cointet, J.-P. 2013. Citation impacts revisited: how novel impact measures
reflect interdisciplinarity and structural change at the local and global level. ArXiv
e-prints.


